Perception of Intensity Incongruence in Synthesized Multimodal Expressions of Laughter
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Abstract—In this paper, we study perception of intensity incongruence between auditory and visual modalities of synthesized expressions of laughter. In particular, we investigate whether incongruent expressions are perceived as 1) regulated, and 2) unsuccessful in terms of animation synthesis. For this purpose, we conducted a perceptive study with the use of a virtual agent. Congruent and incongruent multimodal expressions of laughter were synthesized from natural audiovisual laughter samples, using machine learning algorithms. Next, the intensity of facial expressions and body movements were systematically manipulated to check whether the resulting incongruent expressions are perceived differently compared to the corresponding congruent expressions. Results show that 1) intensity incongruence lowers the perception of believability and plausibility, and 2) the incongruent laughter expressions displaying high intensity in the audio modality and low intensity in the body movement and facial expression are perceived as more fake than the corresponding congruent expressions. Such results have implications for both animation synthesis as well as expression regulation research.
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I. INTRODUCTION

Regulation of emotion expression is an important part of human social life. It consists of “processes by which individuals influence (· · ·) how they experience and express (· · ·) emotions” [1]. Ekman and Friesen [2] proposed different types of expression regulation such as simulation (i.e., displaying a fake expression), inhibition, down regulation (suppression, deamplification) or up regulation (overacting, amplification) of an emotion. Expression regulation was studied mainly in the context of basic emotions (e.g., [3]). Within expression regulation only some elements of facial expression [3] and only some expressive modalities between audio, face, and body [4] can be voluntarily controlled, while others would leak the felt emotion. As a consequence, some form of expressive incongruence between the different body parts involved in expressing an emotion may emerge. For example, in case of down regulation some elements of the expression could convey the emotion at a higher intensity than the others. The intensity is controlled (in this case down regulated) by the displayer. In particular, in case of multimodal expressions the intensity incongruence between modalities may by a sign of emotion regulation (see [4]).

In this paper, we address the above-mentioned hypothesis on expression regulation taking laughter as a case of study. We propose a perceptive study, in which we exploit a virtual agent (VA) to evaluate congruent and incongruent multimodal laughter expressions in terms of emotion regulation. The goal of the study is twofold: 1) in order to shed light on the mechanisms of laughter expression, we study the relationship between perception of expression regulation and intensity incongruence, 2) with respect to the synthesis of expression, we check how sensitive users are to intensity incongruence between the visual and auditory modalities. In particular, we check how intensity incongruence influences human perception of believability, plausibility, and naturalness of the VA. This is an important question for synthesizing agents effectively displaying multimodal emotional expressions (especially when the different modalities are synthesized separately, e.g., see [5], [6]), because even a small intensity incongruence between the involved modalities may have very negative consequences on the perception of the virtual agent. Laughter was selected as a case of study since it is a strong signal of the emotional state of amusement1. Consequently, it is quite often regulated [7] to avoid inappropriate laughter (e.g., in certain situational contexts, such as funerals), or on the contrary, to focus on a humorous aspect of a negative situation (e.g., to reduce stress). Being highly multimodal [8] laughter is an appropriate expression to study perception of incongruences between modalities.

This paper is organized as follows: the next section contains a survey of works on laughter regulation and on incongruence between modalities in expression synthesis; Section III describes our study on perception of laughter intensity incongruence; Section IV presents the results of this study. We present a general discussion in Section V and we conclude the paper in Section VI.

II. BACKGROUND

Not much is known about the relation between perception of expression regulation and intensity incongruence in the different modalities of laughter. Within one single modality, Lalot and colleagues [9] observed a lowering in the intensity of facial action units in explicitly down regulated expressions

---

1Laughter may also have other meanings but in this paper we focus on amusement only.
of amusement. It was also shown that the sound of a fake laughter can be distinguished from the sound of an amused one [10].

Incongruence between visual modalities in synthesized expression of emotion was already a matter of research. Clavel and colleagues [11] studied the role of face and posture in the recognition of VAs’ emotional expressions. Their results show that emotion recognition improves when facial and postural changes are congruent. The authors also observed that judgments were mainly based on the information displayed by the face, although adding congruent postures improved recognition. Gong and Nass [12] evaluated the trustiness and attitude towards multimodal stimuli, which are composed of real data displayed though one modality (respectively face or audio) and human-like (but artificial) data displayed through the other modality (respectively audio or face). The authors found that inconsistency between modalities caused stronger negative attitudes and less trust.

Regarding synthesis of regulated emotion expression, Niewiadomski and Pelachaud [13] proposed a model for emotion regulation based on fuzzy methods and the Ekman theory. They applied it to synthesize regulated emotion expressions appropriate to interpersonal relations. In a study on deceptive agents, Rehm and André [14] showed that users were able to differentiate between agents displaying an expression of felt emotion and an expression of fake emotion. The latter were synthesized according to Ekman’s description.

Regarding the laughter synthesis, several models were proposed recently (e.g., [15], [16], [6], [17]). The role of wrinkles on a perceived meaning of synthesized laughter was showed in [18]. The multimodal expressions of laughter were also introduced to robots (e.g. [19], [20]).

III. EXPERIMENT

To test perception of intensity incongruence we conducted a study using a virtual agent (VA) to display different multimodal congruent and incongruent expressions of laughter. To prepare the stimuli for our experiment we used the Greta VA [21], [6]. The VA allowed us to control precisely the conditions of the experiment - we modified, for example, the intensity of only one single modality. The evaluation was carried out with an online perceptive study. Our hypotheses targeted the perception of the intensity for congruent and incongruent synthesized expressions as well as their meaning. In particular, we were interested to find out whether incongruent expressions can be perceived as 1) regulated, 2) unsuccessful (in terms of animation synthesis).

A. Stimuli

We used a data-driven approach to create 8 experimental stimuli showing multimodal laughter expressions. We considered three different modalities: auditory, facial expressions, and body movements. The VA animations were generated from real audiovisual laughter episodes [6]. We chose the laughter episodes that correspond to the extreme ends of the intensity scale in the auditory modality i.e., the episodes whose audio intensity is perceived as definitely low or definitely high. It is important to notice that we were interested in the laughter sounds expressing a low/high intensity amusement, which are different from the laughter sounds having a low/high volume. In more details, the audio recordings of 19 episodes of one female subject were annotated by three experts who, independently, gave each episode an intensity score using a 5-points Likert scale. We selected the two episodes that received the lowest overall score and the two episodes that received the highest overall score. Such score was computed as the sum of the three independent scores. These four episodes were used to generate the animations used in the study. We used the original audio recording and its phonetic description generated with the algorithm proposed in [22]. The facial and body expressions were created with the machine learning models proposed by Ding et al. [6] (see Section III-B for more details). Starting from the phonetic description of laughter and further acoustic features, facial and upper body expressions were generated. The phonetic transcription was used to synchronize facial

Fig. 1. Example of the generated animation from the high intensity audio episode: line (a), some frames extracted from high intensity face and body animations (i.e. face and body intensity congruent with the audio of laughter); line (b), the frames from low intensity face and body animation (i.e. face and body intensity incongruent with the audio of laughter).
and body expressions with laughter sound. An example of generated animation is shown in Figure 1.

Two sets (CONG and INCONG) of stimuli were built, each of them containing 4 animations created from the 4 audio stimuli (2 min and 2 max intensity): CONG contains animations of multimodal expressions where all three modalities are congruent, whereas INCONG contains animations of multimodal expressions where face and body express a different intensity than the audio. Using data-driven animation synthesis had an important advantage comparing with simple retargeting of the motion capture data: this approach allowed us to precisely control the intensity of the expression. At the same time the models were trained on a large number of laughter episodes that ensures a realistic synthesis.

B. Multimodal Laughter Synthesis

The synthesis animation model of laughter used for synthesizing the stimuli for the experiment is displayed in Figure 2. It includes three modules: 1) lip and jaw motions synthesis, 2) head motion and upper facial expression synthesis and 3) torso motion synthesis. More details on multimodal motion synthesis can be found in [6]. Here we only briefly review them. Lips motion is synthesized using a contextual Gaussian model (CGM). A CGM is learned for each pseudo-phoneme using Maximum Likelihood Estimation (MLE). CGM allows capturing the relation between a pseudo-phonemes sequence and the corresponding lip motions. Head and facial expressions are obtained by concatenated motion capture data. Motions are selected and concatenated to correspond to an input sequence of pseudo-phonemes. A cost function is used to find the best motions sequence. The torso motion synthesis model is based on a PD (proportional derive) controller. The parameters used in these models are trained from a human laughter dataset. Head, facial expressions and lip motions are generated from laughter acoustic features, phoneme label, phoneme intensity and its duration. Although the information regarding laughter audio is not taken as input to the third model, the synthesized head motion is used to drive torso motion thus ensuring obtaining a synchronized multimodal animation of laughter.

C. Participants

The sample consisted of 84 adult participants from 22 countries (31 females, age 18-68; mean = 34.11, SD = 11, most frequent countries of origin: Italy 24%, France 13%, Poland 10%, Germany 8%).

D. Procedure

The perceptive study was carried out online, along a set of web pages enabling participants to evaluate animations. Each web page displayed one animation. At the beginning of the test, each participant was asked to provide her gender, age, and nationality. Each participant had to evaluate the whole set of stimuli. Participants could see the animations any times they wanted and they had to answer all questions before being able to see the next animation. The duration of the animations lasted from 7 to 12 seconds. The animations were displayed randomly. Participation was anonymous.

E. Hypotheses and Evaluation Questionnaire

Participants were asked to evaluate three characteristics of the laughter expression they had seen, using a 7-points Likert scale from “Very low” to “Very high”:

- (Q1) Naturalness,
- (Q2) Plausibility,
- (Q3) Believability.

They were also asked to answer questions on the perception of laughter regulation, using a 7-points Likert scale from “Definitely not” to “Definitely yes”:

- (Q4) Is the avatar freely expressing its amusement?
- (Q5) Is the laughter fake?
- (Q6) Does the avatar seem to restrain the laughter?

Our hypotheses were:

- H1. Congruent expressions (CONG) are more natural (Q1), more plausible (Q2), and more believable (Q3) than incongruent ones.
- H2. Incongruent expressions (INCONG) increase the perception of laughter regulation.

We expected that there is a significant difference in the perception of plausibility, believability, and/or naturalness between CONG and INCONG expressions. The intensity incongruence between modalities may lower the perception of naturalness, plausibility, and believability. Incongruent expressions can be seen as 1) expressions that were the result of unsuccessful animation synthesis, 2) expressions that emerged from the emotion regulation. Consequently, they might be considered less believable or plausible.

We also expected to find a significant difference in the responses to questions Q4 - Q6 between CONG and INCONG animations. Questions Q4 - Q6 focus on different forms of emotion regulation. According to Ekman and colleagues (e.g., [23], [24], [4], [3]) people who mask or display fake emotions can control only some parts of the expression. Although they did not address explicitly multimodal expression of laughter, we supposed that multimodal incongruent expressions of laughter i.e., with lowered or increased facial and body intensity (compared to the laughter audio) are perceived as more restrained, more fake, and less freely expressing amusement. We expected that participants may try to explain to themselves the observed intensity incongruence by assuming that one modality is voluntarily controlled and, thus, the VA is trying to regulate its expressions.
First, we checked the effect of participant’s gender on the animations evaluation. For this purpose, an ANOVA was conducted with one independent between-subjects variable Gender and 12 dependent variables (results Q1-Q6 for CONG and INCONG animations). Between-subjects analysis did not show a significant main effect of Gender ($F(12, 71) = 1.001; p = .457, \text{Wilk's}\lambda = .855$). Consequently, the data of female and male participants were considered altogether in all the remaining analyses.

The remaining results reported in this section were computed with two-way ($2 \times 2$) ANOVAs with Modality (congruent vs. incongruent), and Intensity (high vs. low) as independent variables (see Table 1 and Figures 3 and 4 for detailed results).

**Naturalness.** The results nearly showed a significant effect of Modality ($F(1, 83) = 3.927, p = .051$) but no effect of Intensity ($F(1, 83) = .066, p = .798$). The two-way Modality \times Intensity interaction ($F(1, 83) = 10.410, p < .01$) was significant. Next, the Modality \times Intensity interaction effect was analyzed using a post hoc tests with LSD adjustment. The effect of Modality was significant for the high intensity expressions ($F(1, 83) = 14.108, p < .001$), but not for the low intensity ones ($F(1, 83) = 1.325, p = .253$). The effect of Intensity was significant for the incongruent expressions ($F(1, 83) = 5.014, p < .05$), but not for the congruent ones ($F(1, 83) = 3.005, p = .087$).

For the high intensity expressions, lowering the intensity of the body and face displays lowered their perceived naturalness. The opposite situation, i.e., increasing the intensity of face and body displays in the low intensity stimuli did not have any effect on the perception of naturalness. The low intensity stimuli both congruent and incongruent were perceived equally natural. Additionally, the low intensity incongruent stimuli were considered more natural than the high intensity incongruent ones. Between the congruent expressions both the high and low intensity ones were perceived equally natural. Thus, perception of naturalness is strongly influenced by lowering the intensity of the visual modalities.

**Plausibility.** The results of ANOVA showed an effect of Modality ($F(1, 83) = 8.682, p < .01$) and no effect of Intensity ($F(1, 83) = .592, p = .444$). The two-way Modality \times Intensity interaction ($F(1, 83) = 9.580, p < .001$) was significant. Next, the Modality \times Intensity interaction effect was analyzed using a post hoc test with LSD adjustment. The effect of Modality was significant for the high intensity expressions ($F(1, 83) = 16.960, p < .001$), but not for the low intensity ones ($F(1, 83) = .228, p = .634$). The effect of Intensity was significant for the congruent expressions ($F(1, 83) = 6.041, p < .05$), but not for the incongruent ones ($F(1, 83) = 1.620, p = .207$).

Again, for the high intensity expressions, lowering the intensity of body and of face displays lowered the perceived plausibility. The opposite situation, i.e., increasing the intensity of face and of body displays in the low intensity stimuli did not have any effect on the perception of plausibility. Both congruent and incongruent low intensity stimuli were perceived as equally plausible. Additionally, the high intensity congruent stimuli were considered more plausible than the low intensity congruent ones, while no difference was observed between the incongruent expressions.

**Believability.** The ANOVA results showed an effect of Modality ($F(1, 83) = 16.343, p < .001$) and no effect of Intensity ($F(1, 83) = .000, p = .984$). The two-way Modality \times Intensity interaction ($F(1, 83) = 16.872, p < .001$) was significant. Next, the Modality \times Intensity interaction effect was analyzed using a post hoc test with LSD adjustment. The effect of Modality was significant for the high intensity expressions ($F(1, 83) = 30.315, p < .001$), but not in the low intensity ones ($F(1, 83) = .776, p = .381$). The effect of Intensity was significant for the congruent expressions ($F(1, 83) = 6.278, p < .05$) and for the incongruent ones ($F(1, 83) = 5.903, p < .05$).

<table>
<thead>
<tr>
<th>Question</th>
<th>Audio</th>
<th>Face and Body</th>
<th>Congruent</th>
<th>Intensity</th>
<th>Incongruent</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Q1</td>
<td>2.99 (1.33)</td>
<td>2.85 (1.47)</td>
<td>2.41 (1.49)</td>
<td>2.83 (1.38)</td>
<td>2.92 (1.38)</td>
<td>2.82 (1.38)</td>
</tr>
<tr>
<td>Q2</td>
<td>3.20 (1.30)</td>
<td>2.75 (1.48)</td>
<td>2.99 (1.43)</td>
<td>2.82 (1.38)</td>
<td>2.79 (1.45)</td>
<td>2.79 (1.45)</td>
</tr>
<tr>
<td>Q3</td>
<td>3.17 (1.32)</td>
<td>2.70 (1.45)</td>
<td>2.36 (1.38)</td>
<td>2.82 (1.35)</td>
<td>2.79 (1.45)</td>
<td>2.79 (1.45)</td>
</tr>
<tr>
<td>Q4</td>
<td>3.70 (1.38)</td>
<td>1.96 (1.40)</td>
<td>2.71 (1.55)</td>
<td>2.42 (1.32)</td>
<td>2.79 (1.45)</td>
<td>2.79 (1.45)</td>
</tr>
<tr>
<td>Q5</td>
<td>2.52 (1.37)</td>
<td>2.64 (1.44)</td>
<td>3.04 (1.50)</td>
<td>2.55 (1.48)</td>
<td>2.79 (1.45)</td>
<td>2.79 (1.45)</td>
</tr>
<tr>
<td>Q6</td>
<td>2.01 (1.41)</td>
<td>3.56 (1.45)</td>
<td>2.79 (1.60)</td>
<td>3.21 (1.49)</td>
<td>2.79 (1.45)</td>
<td>2.79 (1.45)</td>
</tr>
</tbody>
</table>
The effect of Modality was significant for the high intensity significant. Next, the Modality Intensity interaction (F(1,83) = 17.949, p < .001) was significant. Also, the two-way Modality × Intensity interaction effect was analyzed using a post hoc test with LSD adjustment. The effect of Modality was significant for the high intensity expressions (F(1,83) = 4.712, p < .033), but not of Intensity (F(1,83) = 1.625, p = .206). The two-way Modality × Intensity interaction (F(1,83) = 5.491, p < .05) was significant. Next, the Modality × Intensity interaction effect was analyzed using a post hoc test with LSD adjustment. The effect of Modality was significant for the high intensity expressions (F(1,83) = 9.370, p < .01), but not for the low intensity ones (F(1,83) = .334, p = .565). The effect of Intensity was not significant for the congruent expressions (F(1,83) = .343, p = .56), but it was significant for the incongruent ones (F(1,83) = 6.129, p < .05).

Within the high intensity stimuli, lowering the intensity of body and of face displays, resulted in expressions that were considered more fake than their congruent correspondents. The same stimuli were also perceived more fake than low intensity incongruent expressions (i.e., low intensity of audio, high intensity of body and of face displays). The effect of increasing the intensity of body and of face displays in the low intensity stimuli for the perception of fakeness was, however, not observed. Importantly, the intensity was not influencing the perception of fakeness of the congruent expressions. Thus, only lowering the intensity of body and of face displays provoked stronger perception of fakeness.

Restraint. The results showed the effect of Intensity (F(1,83) = 34.035, p < .001) but not of Modality (F(1,83) = 2.657, p < .107). The two-way Modality × Intensity interaction (F(1,83) = 19.482, p < .001) was significant. Next, this interaction effect was analyzed using a post hoc test and LSD adjustment. The effect of Modality was significant for the high intensity expressions (F(1,83) = 17.949, p < .001), but not for the low intensity ones (F(1,83) = 3.492, p = .065). The effect of Intensity was significant for the congruent expressions (F(1,83) = 52.026, p < .001) and for the incongruent ones (F(1,83) = 4.060, p < .05).

The low intense stimuli were perceived as more restrained than the high intensity ones. Additionally the high intensity stimuli with the decreased intensity of body and of face displays were perceived more restrained than their congruent high intensity correspondents. Even though the statistical significance was not reached, the low intensity stimuli with the increased intensity of body and of face displays seem to be perceived less restrained than their congruent low intensity correspondents (p = .065). It seems that the perception of restraint is related to the intensity of the stimuli, with the congruent high intensity expressions being perceived as the least restrained displays of amusement, the incongruent laughter expressions being perceived as more restrained, and the low intensity congruent expressions being perceived as the most restrained displays of amusement.

As in the case of questions Q1 and Q2, for the high intensity stimuli, lowering the intensity of body and of face displays influenced negatively the perception of believability. The opposite situation, i.e., increasing the intensity of body and of face displays in the low intensity stimuli did not have any effect on the perception of believability. Additionally, both types of stimuli with intense body and face expressions were perceived as more believable than the stimuli displaying low intensity body and face expressions.

**Amusement.** The results of ANOVA showed an effect of Modality (F(1,83) = 7.269, p < .001) and Intensity (F(1,83) = 42.763, p < .001). Also, the two-way Modality × Intensity interaction (F(1,83) = 40.836, p < .001) was significant. Next, the Modality × Intensity interaction effect was analyzed using a post hoc test with LSD adjustment. The effect of Modality was significant for the high intensity expressions (F(1,83) = 36.023, p < .001) and for the low intensity ones (F(1,83) = 12.033, p < .01). The effect of Intensity was significant for the congruent expressions (F(1,83) = 78.861, p < .001), but not for the incongruent ones (F(1,83) = 2.367, p = .128).

For the high intensity stimuli, lowering the intensity of body and of face displays was perceived as less “freely expressing amusement”. Increasing the intensity of body and of face displays in the low intensity stimuli was perceived as more “freely expressing amusement”. The high intensity congruent stimuli were considered as more “freely expressing amusement” comparing to the low intensity congruent ones. Interestingly, the incongruent low and high intensity stimuli were perceived equally in this respect. Thus, the perception of “freely expressed amusement” was related to the intensity of the stimuli, with the congruent high intensity audio, body and face displays being the most “freely expressing amusement”, the incongruent expressions being the less “freely expressing amusement”, and the low intensity congruent expressions being the least “freely expressing amusement”.

**Simulation.** The results of ANOVA showed an effect of Modality (F(1,83) = 4.712, p < .033), but not of Intensity (F(1,83) = 1.625, p = .206). The two-way Modality × Intensity interaction (F(1,83) = 5.491, p < .05) was significant. Next, the Modality × Intensity interaction effect was analyzed using a post hoc test with LSD adjustment. The effect of Modality was significant for the high intensity expressions (F(1,83) = 9.370, p < .01), but not for the low intensity ones (F(1,83) = .334, p = .565). The effect of Intensity was not significant for the congruent expressions (F(1,83) = .343, p = .56), but it was significant for the incongruent ones (F(1,83) = 6.129, p < .05).
In this experiment, we evaluated the perception of intensity incongruence in synthesized multimodal laughter expressions. Hypothesis H1 was confirmed: participants evaluated congruent expressions to be more plausible and believable compared to incongruent ones. In particular, significantly lower scores were observed for expressions that were both visual modalities (face and body) were displaying laughter at a lower intensity than the auditory modality. Participants were instead rather insensitive to body and facial intensity increments in the incongruent expressions. So, if laughter audio was expressing higher intensity than the other modalities, the scores for plausibility and believability were lowered. In the opposite situation, i.e., when high intensity face/body movements were accompanied by the audio expressing a lower intensity, the effect was not observed. This result can be explained if we consider the natural phenomenon of unvoiced laughter [25], i.e., when even high intensity face and body movements appear with no voice (or nearly no voice). Indeed, in the low intensity incongruent stimuli, the intensity of the audio remains low, and is accompanied by high intensity body and face movements. It is possible that participants considered such a low intensity incongruent laughs as unvoiced laughter and thus they did not consider it less believable or less plausible. We would like to further check this hypothesis in future works.

Regarding hypothesis H2, interesting differences were observed between congruent and incongruent expressions. In questions Q4 (freely expressed amusement) and Q6 (restraint) the relation to “global intensity” (understood as the sum of the intensities of all modalities) was observed. High intensity congruent expressions were considered the most “freely expressing amusement” and, at the same time, the least restrained; incongruent expressions were less “freely expressing amusement” and, at the same time, more restrained; low intensity congruent expressions were perceived as the “least freely expressing amusement” and, the most restrained among all the laughter expressions. In particular, contrary to our expectations the low intensity congruent expressions were perceived the least “freely expressing amusement” and the most restrained ones. An explanation for this result can be that, when the context is unknown (as in our experiment), people may have some expectations on the laughter intensity: i.e., the laughter is expected to be of high intensity. Consequently, the low intensity laughs would not be perceived as a reaction to a low intense stimulus (e.g., a joke that was not very funny), but as restraint of the amusement. This hypothesis should be further checked in the future works.

Interestingly, a different relation between incongruent and congruent expressions was observed in answers to the question Q5. Only decreasing the intensity of face and of body displays in the high intensity laughter expressions increased the perception of expression fakeness. Such high intensity incongruent expressions were perceived as more fake compared to both their congruent and incongruent correspondents. Again, a similar effect for increasing the intensity of body and of face displays was not observed. This result can be also explained with the unvoiced laughter hypothesis. Interestingly, Bachorowski and Owren [25] found that the attributed level of amusement is lower when the unvoiced laughter is displayed.

More general conclusions can be drawn regarding the intensity incongruent laughter expressions. From our results, it seems that incongruent high intensity expressions were at the same time considered more fake and less plausible. Thus, in the case of incongruence the participants may perceive it in two ways: 1) the stimulus is showing some regulated expression (e.g., it is fake) or 2) the animation synthesis of face/body was unsuccessful (i.e., it is less plausible). This duality between the perception of expression meaning and its animation correctness should be addressed when developing more subtle (e.g., regulated) synthesized expressions. It might be that human users perceive the synthesized expressions displaying emotion regulation as the results of some errors in the animation synthesis. Importantly, the latter is different from the general quality of the animation (i.e., the rendering quality, including e.g., the use of textures, lighting, or shadows). We aim to check this hypothesis in future work by asking participants to explicitly evaluate synthesis quality.

In this experiment, we evaluated the perception of intensity incongruence in synthesized multimodal laughter expressions. According to our results, 1) intensity incongruence lowers the perception of believability and plausibility of laughter animations, 2) lowering the intensity of at least one modality lowers the perception of freely expressed amusement and increases the perception of restraint, 3) the incongruent laughter expressions composed of high intensity audio and low intensity body and face displays are perceived as more fake than their congruent correspondents. Thus, this case of intensity incongruence increases the perception of expression regulation. Our results target the perception of expression synthesis, as well as the knowledge about expression regulation in laughter. Whereas incongruent synthesized expressions are perceived less plausible and believable, they can also communicate expression regulation (and more precisely laughter simulation).

It is important to notice that the results of this study focuses on a passive perception of context-free expressions of amusement laughter. The perception of the laughter incongruence may, however, vary within the interaction and its context. Moreover, in this study, only one laughter meaning was considered, namely amusement laughter.

This work addressed new research questions that need to be further studied. In future works we plan to address two other aspects of intensity incongruence in laughter expressions. First of all, we would like to check our hypothesis regarding unvoiced laughter. Secondly, we would like to evaluate the role of single modalities (body or face) in the perception of laughter incongruent intensity expressions.
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