Gesture mimicry in expression of laughter
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Abstract—Mimicry and laughter are two social signals displaying affiliation among people. To date, however, their relationship remains uninvestigated and relatively unexploited in designing the behaviour of robots and virtual characters. This paper presents an experiment aimed at examining how laughter and mimicry are related. The hypothesis is that hand movements a person produces during a laughter episode are mimicked through equivalent or other hand movements other participants in the interaction produce when they laugh. To investigate this, we analysed mimicry at two levels of specificity during laughter and non-laughter periods in a playful triadic social interaction. Changes in mimicry rates over the whole interaction were analysed as well as possible leader-follower relationships. Results show that hand movement rates were varied and strongly dependent on group. Even though hand movement are more frequent during laughter, mimicry does not increase. Mimicry levels, however, increase over the course of a session indicating that familiarity and comfort may increase emotional contagion.

Keywords—mimicry; gesture; laughter; social interaction

I. INTRODUCTION

Mimicry is an important facet of interaction as it displays affiliation among people. Various forms of mimicry have been found and studied in social interaction [1][2][3] and in interaction with computer avatars [4][5]. Laughter is another strong signal of a mutually understood affiliative state that is able to facilitate sociability and cooperation [6], and so it could be seen as overlapping with mimicry in its social function. At present, however, the relationship between mimicry and laughter is relatively uninvestigated.

This paper presents an analysis for the examination of gesture mimicry during laughter, aimed at exploring how laughter affects mimicry e.g., whether gestures are more frequently mimicked during laughter. Such gestures in laughter have been noted in historical descriptions “in the height of the laugh ... some plant the elbows on the knees; ... the hands are thrown into the air or clapped on the thighs; ... the limbs jerk; ... the fists pound; ... the hand is placed over the eyes, mouth, or both; ...” [7]. This study focusses on hand gestures only, which are peripheral to the core production of laughter, but may correlate with laughter due to being cued by an exhilarated, amused state or replacing speech information that it is not possible to produce during laughter. Gestures are defined for the purposes of this paper as any hand movement and do not have to have a specific meaning associated with them. To test this, groups of 3 friends took part in a semi-structured session, which used a word game to generate pseudo-conversational interactions over a video-conferencing link. Gestures were annotated from recordings of these interactions in terms of laterality, type and direction. Gesture rates across participants and groups in laughter vs. non-laughter periods were examined to give context for mimicry analysis. We used two definitions of mimicry that allow for different degrees of gesture similarity. Under these definitions, several facets of mimicry were then analysed: (i) development of mimicry over the whole session; (ii) mimicry during laughter vs. non-laughter periods; (iii) leader-follower relationships of mimicry between dyads in laughter vs. non-laughter periods. Inclusion and control of mimicry and laughter in virtual characters will provide benefits in terms of perceived naturalness of behaviour and contribute towards maximising efficacy in human-avatar interactions.

The remainder of the paper is organised as follows: Section II introduces the background this study is grounded on; Section III describes the experimental scenario and setup; Section IV provides a description of the adopted methodology; Section V focusses on the analysis and Section VI on results.

II. BACKGROUND

Mimicry - “the tendency to imitate facially, vocally or posturally with whom we are interacting” [8] - is thought to be an automatic unconscious process that serves an affiliative role by promoting liking [9]. This function of mimicry is supported by the finding that its level is dependent on the social context and the relationship between interlocutors. Lanzetta and Englis [10] showed that the emotional response of observers to facial expressions was partly influenced by their expectation of the nature of the interaction (cooperative or competitive). Furthermore an affiliation goal of which participants are not conscious augments nonconscious mimicry [11]. Although happy facial expressions from ingroup and outgroup members are mimicked equally, anger and sadness expressions are mimicked significantly more when seen on an ingroup than an outgroup member [8].

Laughter is another signal having affiliative function, for example it is returned so as to signal a mutually understood affiliative state. Findings in [8] support the hypothesis that purely positive, Duchenne laughter will elicit mimicry of some
form regardless of its origin. Laughter with mixed emotional content (e.g., Schadenfreude), or negative emotional content (e.g., mocking), may elicit mimicry only when it is produced by an ingroup member and the observer shares these emotions. Not all actions that can be mimicked have the same inherent emotional signalling strength. For example, facial expressions that may occur during laughter signal a specific emotion, but gestures that accompany laughter may not have a clear emotional valence. As such, laughter mimicry may not occur across all possible channels and, within a single channel, some actions may be more likely to elicit mimicry than others.

The simplest form of laughter-related mimicry is the return of laughter i.e., the listener laughing in response to the speaker laughing. Laughter return is an inherent part of conversation. Laughter is appended to the end of a statement to disambiguate the preceding statement or invite laughter from an interlocutor. Note that sequential laughter does not necessarily imply laughter contagion as the two laughs may be prompted by a mutually experienced external event.

Even if the laughter trigger is a mutually observed event or shared thought, mimicry can occur through similarity between the laughs of two or more people. More subtle and fine grained types of laughter mimicry may include similarities in the body movements of two people when they are laughing [12]. Numerous studies have shown that interlocutors mimic each other’s postures [13], repeat each other’s gestures [9][14] and coordinate postural sway [15].

III. EXPERIMENTAL SCENARIO AND SET UP

A. Scenario

The experimental scenario involved 3 participants at a time, playing the yes/no game via a videoconferencing system. In the game two participants asked questions to which the third participant (answerer) was obliged to respond promptly without using the words “yes”, “no” or any derivative thereof. If the answerers avoided saying the prohibited words for 2 minutes they won the game round; otherwise they lost that round. This scenario was chosen in order to naturally and easily elicit laughter among the participants.

B. Setup and Sensors

For each session, 3 participants sat in 3 separate rooms. They could communicate only via Oovoo video-conferencing software1, which provided voice communication via a headset, and video communication via images of the other 2 participants on a single display. The video-conferencing latency was tested by comparing direct and video-link communication and found to be very short. No participants commented on having any difficulty identifying facial expressions. Participants’ actions were monitored with (i) a Kinect sensor (Kinect for Windows, v1.8) capturing video, depth map, action-unit, and face tracking and (ii) a rgb webcam (25fps, 640x480). To track body movements, green markers were fixed to shoulders. Kinect and body marker data were collected for future analyses. Voices were recorded with a Sennheiser PC 230 headset.

1www.oovoo.com

IV. METHODS

A. Participants

Groups of friends were recruited via advertisement. 7 groups of 3 participants completed the recording session (mean age = 24.4, SD = 4.75). 3 groups were all-female, 2 groups had 1 male and 2 female participants, 2 groups had 1 female and 2 male participants. Two participants were left-handed. Participants were reimbursed for their time at a fixed rate.

B. Procedure

The scenario was explained to the participants and informed consent obtained. Participants were not told that the recordings were designed to elicit laughter; instead the experiment was presented as an investigation of conversational interaction. The participants completed the STCI-T-60 [16], TIPI [17], and PhoPhiKat-45 [18], and were then seated in separate rooms. For each game round, one participant took the role of answerer and the other two took the role of questioners. Participants took turns in the answerer role and at least 9 rounds were undertaken per group, 3 rounds of each participant taking the role of answerer. More rounds were added at the experimenter’s discretion if the rounds were very short i.e., the round was lost within a few seconds. All the participants’ behaviour was recorded and analysed including periods between game rounds in which they were encouraged to chat. The scenario led to largely natural conversational behaviour.

This work focusses only on 4 groups of 3 participants that at the time of analysis had been annotated for laughter (2 all-female groups, 2 groups with 2 male and 1 female, mean age of these 12 participants was 24.5y, SD = 6.01). The mean session duration for these groups was 23 minutes 6 seconds (minimum 22 minutes 16 seconds, maximum 23 minutes 37 seconds). Laughter was segmented at two levels (Visual and Auditory) with the aim of being over-inclusive in annotation of laughter. The goal was to get four timestamps typically in the order Visual Onset - Auditory Onset - Auditory Offset - Visual Offset, with the auditory laugh almost always contained within a longer visual laugh. For the purposes of this study the laughter annotation used is that derived from video, rather than audio, since this parallels the visual annotation of hand gestures. The mean number of laughs per participant was 119.8 (SD = 95.7, min = 33, max = 378); the mean duration of laughter, computed as the mean of all laughs, was 2.84s (SD = 1.13). The average duration of the session that each participant spent laughing was 20.9% (SD = 11.4%, min = 4.12%, max = 40.7%).

C. Gesture Annotation and Inter-rater Reliability

Hand gestures were annotated according to a scheme developed by the authors and described below. The gesture taxonomy was developed to be a mid-level description indicative, at a coarse level, of the purpose/meaning of the gesture, while being relatively simple to apply. Gestures were annotated in Elan2 for Laterality, Type and Direction as described in Table

2https://tla.mpi.nl/tools/tla-tools/elan/
I. As for Type, we wanted to differentiate between pointing, clapping, and illustrator. When gestures did not belong to any of these categories, they were labelled as “other” e.g., crossing the arms. All gestures were annotated for all categories e.g., both hands pointing forward was B_pointing_forward, placing the right hand on the mouth was R_other_head. A primary rater annotated gestures of the 12 participants (3 participants x 4 groups) and 2 ancillary raters annotated the same 5 participants from different groups. The annotations were manually aligned to maximise overlap between raters and the level of agreement between each ancillary rater and the primary rater calculated. There was considered to be agreement between two raters for a given gesture if the temporal window reported by the two raters overlapped. Lack of agreement therefore occurred when one rater reported a gesture for which there was no temporally overlapping gesture reported by the other rater. Most disagreements between raters concerned gesture Type and Direction. As for Type, disagreement was related to the identification of illustrators. Concerning Direction, there was confusion between “forward” and “trunk”. Percentage agreement was calculated relative to the number of gestures identified by the rater who identified more gestures. For example, if rater 1 identified 100 gestures and rater 2 identified 87 gestures, of which 84 overlapped in time with the gestures identified by rater 1, the agreement for the presence of gestures would be 84%. Percentage agreement for Laterality, Type and Direction were also computed in the same way. Agreement for the presence of gestures was 85.6% (SD = 9%); agreement for gesture laterality was 81.9% (SD = 10%); agreement for gesture type was 79.3% (SD = 9.4%); agreement for gesture direction was 76.1% (SD = 11.1%). These levels of agreement were considered sufficiently high to use the primary rater’s annotation for all participants for all subsequent analyses.

D. General and Specific Mimicry

Analyses of mimicry (also termed “convergence” and “synchrony”) in the literature, vary from matching of specific gestures [14] to much broader categorisations that allow any body movements within a given time window to be considered as mimicry [19]. In order to take account of this broad range of definitions we considered mimicry at both a specific and a more general level:

- **Specific mimicry.** It was here defined as an exact matching of a hand gesture within 3s of the initial gesture e.g., participant 1 covers her mouth then participant 2 covers her mouth; and
- **General mimicry.** It was here defined as any hand gesture occurring within 3s of the initial gesture e.g., participant 1 covers her mouth then participant 2 points forward.

To achieve identical analyses using these two different types of mimicry, a gesture coding system was developed to allow the data to be readily converted to a format suitable for each specific analysis. Using this system the gesture annotation data was coded in two different ways. For general mimicry all gestures were given the same code. For specific mimicry each gesture was given a unique code resulting from the sum of 3 integer values for Laterality, Type, and Direction of gesture as shown in Table I. For example, a forward pointing gesture performed by a participant with the right hand is codified as: 241, that is right(200)+pointing(40)+forward(1). Note that the left vs. right distinction was removed so gestures can now be considered as unilateral vs. bilateral. This simplification was made because the full-face nature of the remote interaction renders any distinction between left and right meaningless. In a co-localised setting in which participants are sat to each others’ left or right, the distinction would be meaningful. Further, for each participant a unique non-gesture code was defined. Using a unique non-gesture code for each participant prevented periods of non-gesturing from being labelled as mimicry in the analysis. The unique code was defined as follows: 300+(group number)3+participant number. An additional recoding allowed comparison of mimicry during laughter-only (LO) and non-laughter only (NLO) periods within the session. This recoding allocated unique codes for whichever periods (laughter or non-laughter) were being excluded, which prevented any gestures from being taken into account for analysis during those periods. The effect of this recoding was to define mimicry as possible only when both participants were in the same state i.e., both laughing or both not-laughing. Starting from these coded data, time series were synthesised with a sampling rate of 100ms.

V. ANALYSIS

To analyse the data, Cross-Recurrence Quantification Analysis (CRQA) was applied. In recent years, CRQA has rapidly gained attention in the behavioural sciences. A particular focus has been on measuring how and to what extent dyads exhibit couplings of features in time, especially in conversational tasks (e.g., [20][21][22][14]). CRQA is the bivariate extension of recurrence allowing measurement of dependencies between two continuous/categorical time series describing two dynamical systems in a feature space [23]. This analysis explores and focusses on co-visitation patterns of these time series in the feature space, that is, it looks for those times when a value of the time series of the first system recurs in the other system. As in recurrence, cross-recurrence was firstly introduced through a plot: the Cross-Recurrence Plot (CRP) is a rectangular area spanned by the two (discretised or quantised) time series where each black point corresponds to the times the two systems roughly co-visit the same area in feature space. The oriented diagonal lines are the most interesting pattern in a CRP representing segments of time for which the two systems run parallel although with a certain relative delay. Using

---

<table>
<thead>
<tr>
<th>Laterality Code</th>
<th>Type Code</th>
<th>Direction Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both: 100</td>
<td>Clapping: 10</td>
<td>Forward: 1</td>
</tr>
<tr>
<td>Left: 200</td>
<td>Illustrator: 20</td>
<td>Head: 2</td>
</tr>
<tr>
<td>Right: 200</td>
<td>Other: 30</td>
<td>Lateral: 3</td>
</tr>
<tr>
<td></td>
<td>Pointing: 40</td>
<td>Trunk: 4</td>
</tr>
</tbody>
</table>

---

TABLE I

Gestures coding: Unique gesture are represented as the sum of values for laterality, type, and direction.
categorical data requires some arrangements of the original analysis. For example, the threshold to claim recurrence is set to zero so that only exact matches of the same category will be considered as recurrent and each time series needs a unique value to be assigned to all its samples that do not belong to any of the defined categories. A more detailed description of CRQA applied to categorical data is available in [24][25]. The most relevant measure in CRQA is the diagonal-wise cross-recurrence Rate (RR) revealing the probability of occurrence of similar features values in both systems at a given relative delay $\tau$. It expresses the density of recurrent points in a plot over time distances from the main diagonal line in a CRP (called Line Of Coincidence, LOC). Basically, it shows how many times (identified by the number of recurrent points) the two systems exhibit similar features values at the same time. RR is computed as:

$$RR_{\tau} = \frac{1}{N-\tau} \sum_{l=1}^{N-\tau} lP(l) \tau$$

where $P(l)_\tau$ is the number of diagonal lines of length $l$ on each diagonal parallel to the LOC. Positive and negative delays are represented in respect to the LOC ($\tau = 0$) by positive (above the LOC) and negative (below the LOC) $\tau$, respectively. Diagonal-wise cross-recurrence rate measures were computed on the time series on participant pairs within each group. The CRQA analysis presented in this work was carried out by using the $R$ package crqa developed by Coco and colleagues [25].

A. Development of Mimicry During Session

The first interest in this study was to evaluate how the recurrence rate evolves over the time course of the entire session. It was expected that this rate would increase over time as participants become more comfortable and confident in the interaction scenario and their communication and interaction improves as a result. This would reflect mimicry as a form of communication [26] and a social glue [9]. The time series were windowed and for each of the resulting (overlapped) windows the cross-recurrence plot was built and the cross-recurrence rate was computed over a range of time delays $\tau$. Then, the average of these rates in each window was taken as representative value of the recurrence in that window. Finally, the averaged cross-recurrence rate profile was computed.

The choice of the window size and of the overlapping was critical and is the result of the trade-off between the nature of the mimicry (a phenomenon with specific timing) and the statistical nature of CRQA. According to previous analyses [19], a window size of 6s with an overlap of 3s was chosen. In this way, all the possible mimicry episodes are accounted in the analysis and a reasonable number of samples are available for CRQA. The 6s window allows gestures occurring within +/- 3s of each other to be considered as mimicry.

B. Mimicry During Laughter vs Non-laughter

It was inevitable that windows on which the RR was computed would include a varying percentage of laughter and non-laughter samples. From annotation it emerged that there are laughter episodes shorter/longer than the window size of 6s. For example a window containing a 2s laugh will contain non-laughter periods as well. This affects the interpretation of the results both from a visual and a computational point of view. This problem was tackled by defining two metrics that allowed us to normalise the amplitude of the peaks in the RR profile according to the number of laughter and non-laughter windows for which RR values greater than zero were possible. Such windows were identified by laughter from both participants or non-laughter from both participants, respectively, occurring within 3s of each other. The first metric is the mean RR in such LO and NLO windows. The second is the percentage of windows in which an LO and NLO RR > 0 was possible that actually showed a RR > 0.

C. Leader-Follower Relationship in Mimicry

The computation of cross-recurrence rate also allows us to detect which of the 2 participants in each pair is mimicked (leader) by the other one (follower), if at all. That is which of the 2 participants of each pair tended on average to gesture first in gesture-gesture pairings that are recognised by the cross recurrence analysis as mimicry. Obviously, this gestural mimicry relationship has to be understood with reference to the above-given mimicry definitions. For each pair of participants, the CRPs were built for laughter and non-laughter periods for both specific mimicry and general mimicry. Then, the RR was computed for $\tau$ in the range $[-3s, 3s]$. Positive delays refer to delays of the second time-series in respect to the first one, negative delays refer to delays of the first time-series in respect to the second one. That is, these delays show the relative time instants at which one participant gestures behind the other one. This allows us to identify who is leading who in the pair. These leader-follower patterns are reflected in an asymmetrical shape (right/left skewness) of the RR profile. This approach was already used in [14]. To quantify such an asymmetrical shape, the areas under the RR curves (AUCs RR) in the ranges $[-\tau, 0]$ and $[0, \tau]$ were taken as a quantitative measure of the extent to which the participants lead and follow each other.

VI. RESULTS

A. Gesture Frequency

A broad assessment of gestures (independent of mimicry) was carried out to elucidate overall patterns of behaviours that might influence patterns of mimicry. To this end, gestures were labelled according to whether they began during a laugh or non-laugh period, according to the visual laughter annotation. Three major observations can be made from the data as shown in Figure 1 and the results of the personality questionnaires:

- Gesture rates increase during laughter. The mean gesture rate of the 12 participants in this analysis was 2.70 gestures/minute (SD = 2.05) during non-laughter and 4.38 gestures/minute (SD = 3.08) during laughter. The paired 2-tailed t-test revealed statistical significant difference in the use of gestures between the two situations ($p < .02$). This is true of all but 2 participants (group 3 participants 1 and 2). In the absence of any other factors, mimicry
during laughter might therefore be expected to increase during laughter relative to non-laughter. Participants’ gesture rates during laughter are correlated with gesture rates during non-laughter ($r^2 = 0.608$, $p < .003$, 2-tailed) suggesting that individual differences in amount of gesturing persist from non-laughter to laughter situations.

- **Gesture rate is strongly influenced by group i.e., participants in the same group have similar gesture rates.** One-way ANOVAs with participants’ group as the independent variable return $F(3, 11) = 43.1, p < .0001$ for gesture rate during non-laughter and $F(3, 11) = 46.7, p < .0001$ for gesture rate during laughter. This effect is not reflected by similar participant personalities within groups: of the 11 components of the TIPI, STCI-T-60 and PhoPhiKat-45 there is an effect of group only on TIPI-Conscientiousness ($F(3, 11) = 9.18, p < .006$) and STCI-T-60-Seriousness ($F(3, 11) = 3.22, p < .009$) and neither of these are significant ($p < .0045$) after correction for multiple comparisons.

- **Gesture rates are very low in groups 2 and 4.** The gesture rate is so low for these groups that hand-gesture mimicry may be too infrequent to meaningfully analyse.

- Additionally, neither gesture frequency during laughter nor during non-laughter were correlated with any component of TIPI, STCI-T-60, or PhoPhiKat-45 (all correlations $p > .07$ before correction for multiple comparisons).

### B. Development of Mimicry During Session

Table II shows the mean RR for all participant pairings as calculated for the first and second half of each session. All the values under 0.1% are set to zero. Specific mimicry increased in the second half of the session (paired t-test, 2-tailed, $p < .05$); however, there was no effect for general mimicry ($p = .4$). The low RR for groups 2 and 4 in both specific and general mimicry reflect the low rates of gesturing in these groups. These results, along with the low number of gestures annotated for these groups, mean that further analysis of groups 2 and 4 would not be productive. Groups 2 and 4 are therefore not analysed further. Several observations can be made on the basis of the data of groups 1 and 3:

- **General mimicry RRs are larger than specific mimicry RRs.** This is a mathematical inevitability since all specific mimicry is also general mimicry, but not vice versa.

- **Mimicry occurs within individual pairs of participants and across all 3 participants simultaneously at different times in the session.**

- The increase in specific mimicry in the second half of the session is visible in both groups.

### C. Mimicry During Laughter vs Non-Laughter

Table III shows mean RR and percentage of possible windows where RR > 0 for specific and general mimicry in groups 1 and 3. Results from the analysis of groups 2 and 4 are not included as they are too low and based on too few instances of mimicry (RR > 0) to be meaningful. Mean RR clearly does not increase during laughter as we might have hypothesised from increased affiliation during laughter and predicted from the increased gestures rates during laughter. The frequency of mimicry i.e., the percentage of windows with RR > 0, appears to be greater in laughter but paired t-tests (2-tailed) do not reach significance (both $p > .1$).
This may be due to the nature of the recording sessions: during all laughter periods, some form of interaction was taking place between participants, since laughter in this context was prompted by the game, chatting or a shared stimulus. Non-laughter periods may have contained phases during which participants were not interacting at all. During such phases, mimicry would be very unlikely as no effective interparticipant interaction was taking place to drive it, and so these phases could legitimately be excluded from analyses.

The effect of including any such phases is likely to be small, however, since game rounds, during which interaction was occurring, accounted for 64.6% and 72.5% of the recorded session time for groups 1 and 3 respectively. Waiting periods between rounds were relatively short: mean = 47.6s and 45.0s for groups 1 and 3 respectively. Nevertheless, limiting non-laughter windows to those containing effective interaction for groups 1 and 3 respectively. Nevertheless, limiting non-laughter periods may have contained phases during which participants were not interacting at all. During such phases, mimicry would be very unlikely as no effective interparticipant interaction was taking place to drive it, and so these phases could legitimately be excluded from analyses.

The effect of including any such phases is likely to be small, however, since game rounds, during which interaction was occurring, accounted for 64.6% and 72.5% of the recorded session time for groups 1 and 3 respectively. Waiting periods between rounds were relatively short: mean = 47.6s and 45.0s for groups 1 and 3 respectively. Nevertheless, limiting non-laughter windows to those containing effective interaction for groups 1 and 3 respectively. Nevertheless, limiting non-laughter periods may have contained phases during which participants were not interacting at all. During such phases, mimicry would be very unlikely as no effective interparticipant interaction was taking place to drive it, and so these phases could legitimately be excluded from analyses.

### D. Leader-Follower Relationship in Mimicry

Following the computation of the metric reported in Section V-C, Table IV reports the areas under the RR curve (AUC) in the ranges $[-3s, 0s]$ and $[0s, 3s]$ for each pair. They measure to which extent the participants lead and follow each other, respectively, with the ratio between the two, i.e., $L/F = AUC([0,3s]) / AUC([-3s, 0s])$, providing a summary statistic. Figure 2 and Figure 3 show these profiles for group 3 for general and specific mimicry, respectively. These data allow several observations:

- for general mimicry, the differences between laughter and non-laughter are more varied.

### VII. Discussion and Conclusions

Although laughter, as an affiliative signal, was hypothesised to generate higher levels of mimicry we do not observe this. This is especially surprising given that gesture rates are higher during laughter so, even if gesturing is random, mimicry would be expected to increase during laughter. One explanation is that the laughter we observed is just the outward expression of joy in a situation in which strong group affiliations already existed. We also find no evidence that gesture rate during laughter can be predicted from personality-, laughter- or mood-related questionnaires. This reduces the possibility of optimising the affiliative nature of avatar gesture behaviour i.e., mimicry, on the basis of pre-interaction assessment of users; however, gesture rate during laughter can be predicted from gesture rate during non-laughter. Despite the limited similarities between the personalitites of participants within group, gesture rates are also strongly related to the group i.e., the gesture rate of any one participant can be reasonably well predicted from the gesture rates of the other participants. A possible explanation is that similar gesture rates within group reflect the overall rapport and enjoyment in each group’s session. If a good atmosphere was developed it may have led to greater rates of gesturing in all participants. Our finding that mimicry levels increase over the course of the sessions indicates that, even within groups of friends, familiarity and comfort in a particular scenario may increase emotional contagion. This may be a valuable insight for avatar behaviour in that excessive mimicry too early in an interaction could be seen as inappropriate.

We acknowledge that this study has limitations. The sample size was small, which limits the generalisability of results. Similarly, using groups of friends is a specific situation; however, we felt it was a good initial scenario as it maximises the frequency of laughter [27].
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